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Abstract This paper addresses the e!rects of Sl/e Iboth length and width) on the probability
distribution fl)r strength of a composite consistmg of hrmle fihers aligned in a hrittle matrix. The
failure process involves quasi-periodic matrix cracking. frictional sliding of the tibers in fiher break
zones. and liher hridgmg of matrix cracks in a glohal load-sharing framework. The liber strength
follows the usual Poisson Weihull model of random flaws along the length. We first consider a
composite cross-section. and develop the prohahility distrihution for its strength in terms of certain
charactenstic tiber strength and length scales and the numher of fihers in the cross-section. This
strength distnbution turns out to he a Gaussian distrihution. Wc also calculate refined estimates of
l1s mean and standard deviation. taking advantagc of some ncw results hased on an exact closed
form solution for fragmentation of tibers in a single /ilament composite. Wc then consider the
strength of a composite having a length orders of magnitude greater than thc characteristic liher
length. We develop predictions for the scaling of the strength vs composite length based on certain
results from the statistical theory of extremes in Gausswn processes. For this we develop an estimate
of the covariance hetween the strengths of two nearhy cross-sections of the composite. We also
develop results hased on a weakest-link analysis 1Il terms of composite links of a certain length
somew hat shorter than the characteristic tiher length. We then favorably compare our analytical
results to numerical results from a Monte Carlo Simulation of the composite t'lilure process. This
Monte Carlo model IS free of \ arious assumptions made in thc analysis. The comparison suggests
that predictions of a composite strength are pOSSible for composite lengths orders of magnitude
bey ond what MIlntc Carlo simulallon programs can currently handle. Copyright ( 1996 Elsevier
SClence Ltd

I. I'iTRODLCTIOl's,

In recent years considerable attention has becn paid to understanding the strength of brittle­
matrix tibrous composites. that is, composites consisting of a glass or ceramic matrix
reinforced by ceramic tibers in parallel. Addition of such fibers to a brittle monolithic
matrix drastically changes the failure process away from one of extreme flaw sensitivity
and variability. modeled reasonably well by Weibull-weakest volume statistics, to one of
quasi-ductility. where the micromechanics of the failure process involves complex fiber and
matrix load intcractions and requires more sophisticated statistical modelling. Curtin (1991)

describes the basic micromechanical assumptions of the model and introduces some key
statistical ideas. As a foundation to the prescnt work. the statistical ideas are developed
\ariously by Phoenix and Raj (1992), Phoenix (1993), Curtin (1993), and Ibnabdeljalil
and Phoenix (1995). A time dependent version. where fibers undergo creep rupture. was
devcloped by Ibnabdeljalil and Phoenix (1995).

Briefly, the basic assumptions are: (i) quasi-periodic cracking of the matrix occurs
perpendicular to the fibers and reaches saturation at stresses far less than the ultimate
composite failure stress so that the matrix supports negligible tensile stress but transmits
shear stresses laterally among fibers: (ii) a relatively low interfacial shear strength at the
fiber-matrix interface exists (i.e. a constant interfacial shear strength) so that fibers slide
frictionally within the matrix both within the matrix crack zones and near tiber breaks;
(iii) fibcr bridging of the matrix cracks occurs with redistribution of the original matrix
stress and the stresses of broken fibers 'globally' or uniformly onto surviving fibers: and
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(iv) as the load on the composite is increased, strain localization eventually develops around
some cross-sectional plane that is statistically weaker than all the others, and the composite
pulls apart as the tibers all break near that plane and pullout. The tiber strength is assumed
to follow Poisson Wei bull behavior having the usual weakest-link features. Also initial
(before load application) Poisson random breaks can exist along the fiber with rate ;. per
unit length as studied by Phoenix and Ibnabdeljalil (1995), though in this paper we will
focus on the case ;. = o.

Statistical analysis for the model builds on first considering the probability distribution
for the strength of a composite segment of a certain characteristic fiber length (5, and having
11 parallel tibers. The strength (J is normalized by a certain characteristic tiber stress (T,.

More specifically, the focus is on the normalized stress carrying capability of the segment's
central cross-sectional plane and determining its probability distribution. The strength of
this plane and the composite of length (5, are taken as approximately equal as 11 becomes
large. Generalizing the statistical ideas of equal load-sharing among n non-failed tibers as
pioneered by Daniels (1945), to 'global' load-sharing where the slip zones next to a tiber
break carry some load, Phoenix and Raj (1992) argued for an approximate normal (or
Gaussian) distribution for the strength of this plane. They also discussed various approxi­
mations to the asymptotic normalized mean strength P*(II -> x), and considered small
positive corrections to the asymptotic normalized mean ~: (decaying as 11 ") so that
Il,~ = P* -j- ~,~ is a more accurate representation of the mean strength for finite 11. They also
discussed approximations to the asymptotic normalized standard deviation ;',~ (decaying as
11 I 'I. All of these results were for the case ;. = O. The approximations all tend to agree
and work well for a large Weibull shape parameter p for tiber strength, but as Ibnabdeljalil
and Phoenix (1995) have demonstrated using a Monte Carlo simulation model of the failure
process, they diverge and lose accuracy for p < 4, and the errors typically becomc large for
fJ < 2. The major reason is that exclusion (shielded) zones around fiber breaks, where
no further breakage can occur, are not properly accounted for in the approximations.
Nevertheless, the strong tendency to a normal distribution for the strength of the composite
segment of length (5, was demonstrated. Some of these weaknesses in the various approxi­
mations can also be seen in the earlier Monte Carlo calculations of Curtin (1993).
Ibnabdeljalil and Phoenix (1995) extended many of these approximations to the situation
including initial discontinuities along the tiber (I> 0), and again. inaccuracy arose
as i. was increased such that the mean spacing of the initial breaks decreased to the order of J,.

To model the strength distribution for a composite of length L, orders of magnitude
longer than (5,. one idea has been to consider the composite to consist of a long chain of
III = L (5, segments (global load-sharing bundles), each of length (), (Phoenix and Raj,
19(2). The composite then fails when the weakest segment fails, and its strength distribution
H"u,((J (TJ is that of the weakest segment The normalized strengths of the individual
segments are treated as though they are independent and identically distributed (i.i.d.)
random variables following a normal distribution with mean PI~ and standard deviation
.,';: that is, the strength distribution of an individ ual segment is <D( [( (J; (J, ) - II;] ;'I~) where <D
is the standard normal distribution. The independence assumption seems reasonable since
segments more than (\ apart would appear to have negligible statistical interaction. Thus
we would have H",,,((J(T,) ::::: I - [I -<D([(GG) - Il,~];'!~l]'" based on weakest-link analysis.
Taking advantage of well-known results in extreme value theory for a long sequence of
i.i.d. normal random variables, Phoenix and Raj (1992) gave the asymptotic (III ->x.)
double exponential approximation for the strength distribution of the full composite
II",,,(G G,) of length L. They also modified this result to yield a Weibull approximation for
composite strength whieh is asymptotically equivalent (11 -> x) and perhaps more useful.
An early reference on the chain-of-bundles approach in materials failure is GUeer and
Gurland (1962). Smith and Phoenix (1981) give some rigorous results for the strength of
ehains of statistically independent bundles of the Daniels type in that they quote precise
conditions for proper convergence to the double exponential distribution in terms of
increasing 1/1 and II. The intent was to get some idea of the accuracy of the extreme value
approximation to H",.,,((J;G,), especially when m is large and 11 is small. No similar rigor.
however. exists for the present model under global load-sharing.



Sue ctfech In (Jistn hution for strength 547

While the above methodology has some foundation. it is based on various approxi­
mations. and questions naturally arise as to its accuracy. First. in the case of the simpler
chain of equal load-sharing (Daniels) bundles. Phoenix and Raj (1992) give numerical
results to suggest that the double exponential approximation to H",,,(a/o"J is actually quite
inaccurate for moderate bundle size 11 and large 111 especially in the lower tail (probability of
failure of. say. 10 h). Yet this. unfortunately. is where one would want to make predictions
regarding high reliability of the composite. The Weibull variant of this approximation fares
only slightly better. Fortunately both approximations appear to be conservative. Part of
the difficulty is that the distribution for bundle strength is only approximareh' normally
distributed. but it seems also that the double exponential distribution converges rather
slowly as an asymptotic form (as m and 11 -> z.). having an unrealistic shape in the lower
tail. Second. it has been assumed that the effective bundle length (or length over which the
strength of a given cross-sectional plane reasonably applies) is (), and that neighboring
bundles along the chain are truly independent statistically. Thus far. there has bcen no
good way to test these assumptions. Actually. for cross-sectional planes taken continuously
along the composite. one might expect the strength at these planes to vary smoothly
along the composite as approximately a Gaussian process. and that there should be some
characteristic correlation function for strength in terms of distance between planes. Dcspite
these unanswered questions. Curtin (1993) has performed some limited Monte Carlo
calculations that suggest that the above methodology is rcasonably accuratc.

In what follows we will address the abovc issues. developing improvements to the
various approximations that we will test against results from extensive Monte Carlo simu­
lations. The goal is to determine improved forms that perform exceptionally well even in
the lower tail (smaller a G,.) of the cumulative distribution function H",,,(a,a,) for long
composites L = 111 (),. First. we will calculate refined approximations to the asymptotic
normalized mean fl* and the standard deviation .,',~ of the strength at a cross-section. taking
advantage of some new results based on an exact closed form solution for fragmentation
of fibers in a single filament composite. as obtained by Hui ('( al. (1995). These approxi­
mations will work well for virtually all p > () We will focus on the case i. = O. though the
results can easily be extended to the case i. > () using results in Hui ('( al. (1995). We will
also give an estimate of L1,~. the correction to the asymptotic mean fl* to yield II,~. Second.
we will estimate the covariance function. later called r)\*) 11. for the strengths of two
cross-sectional planes separated by a small normalizcd distance () and where .1* is a nor­
malized fiber strain at cross-sectional collapse. With this covariance function in hand. we
will be able to use results given in Leadbetter e( al. (1l)~3) for minima in Gaussian processes
to determine the revised scale and location parameters for the double exponential approxi­
mation to the composite strength distribution 1I",,,(rr a,) given in terms of 111. II. 1/*. L1~. .,'~
and 1,,(.1*)11.

We will also consider an alternative approximation for H",,,(Ga,) based on the weakest­
link form H",,(G a,) :::: I - [I -<1J*([(rr a ) -11,~1 ~',~)]'" where m' = 111 /1 and where the link
length is taken as /1 (), for some constant () < /i < l. which we try to estimate. In this
weakest-link formula. we usc an explicit and accuratc approximation <1J* to the lower tail
of thc Gaussian distribution reprcsenting the strength of a link as given in Cramer (1946).
Its parameters are based on the location and scalc parameters just mentioned for the double
exponential approximation. We will finally compare these approximations favorably to
numerical results from a Montc Carlo simulation model of the failure process. a model that
is actually free of many of the assumptions made in deriving the approximations. We will
also compare the weakest link and double exponential forms in terms of their accuracy in
modelling the Monte Carlo distributions for strcngth at \arious composite lengths.

In Section 2 we introduce some basics of the model including the key scalings and
normalizations for strength and length. In Section .~ \\c determine improved approximations
for both the asymptotic mean 11* (including a new quadratic approximation valid for very
small p > 0) and the standard deviation .,',~, and determine an estimate for the covariance
function r,,(.I*) 11. In Section 4 we develop the improved approximations for the distribution
function for composite strength. H",.,,(a G,). In Scction 5 we compare these approximations
to numerical results from Monte Carlo simulation. We close in Section 6 with some
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conclusions. The Appendix contains some analytical details of determining a Taylor series
approximation for the asymptotic mean p* for very small p > O.

~, BASIC MODEL A"JD SCALINGS FOR STREi"GTH A1\D LE"JGTH

In this section we outline some of the basics of the model including key parameters,
scalings and normalizations. For more details consult earlier works (Curtin, 1991 : Phoenix
and Raj, 1992: Curtin, 1993: Ibnabdeljalil and Phoenix, 1995).

We assume, that prior to any loading. flaws occur along the fiber according to a
compound Poisson process in distance where the average number of flaws per unit length
with strength less than (J is given by

( I )

This leads to the usual Poisson-Wei bull model for libel' strength where aiJ > 0 is the Weibull
scale parameter relative to a test length In of a continuous length in simple tension. and the
exponent fI > 0 is the usual Weibull shape parameter or modulus.

Around a fiber break or discontinuity at which the fiber stress is zero, the fiber length
required to linearly build up to the far lield fiber stress a (basically the fiber Young's
modulus times composite strain) is the slip length

I,(a) = ria (2rJ (2)

where r l is the libel' radius and I, is the interfacial shear stress due to friction. Note that
within this length. the fiber stress cannot be increased further so that no more breaks can
occur; that is, the fiber is 'shielded', In the failure process for the fibers we retain the
normalizing scales for strength and length used in previous works, namely

(3)

and

(4)

A simple interpretation of these scalings is that at the tiber stress level (J, the mean number
of Wei bull flaws over the length ()" which have strengths less than or equal to a" is exactly
one. Also at the stress level a,. the length (), is exactly double the slip length Ij(a.) , that is,
it is the total length around a fiber break where the stress is reduced or shielded.

These scales allow us to normalize all lengths by (), and all stresses by a" Thus. we
define a normalized stress s by

.\ = () G, • (5)

and distance is always actual distance divided by (),. Then the mean number of flaws per
unit dimensionless length at the dimensionless stress .\ is

,A,(.\) = ,\", (6)

Furthermore, with these normalizations the slip zone on eaeh side of a fiber break is s!2
when the normalized fiber stress is s.

With this review of some basics, we turn in the next section to the work of Hui et al.
(1995) for some exact results on the statistics of fragmentation of fibers along a single
filament composite. This is because in a composite with a large number of fibers (n ---> ex;)

we can think of each fiber as contained in an effective medium of fibers and matrix acting
like a 'matrix' in the single filament composite, This idea will allow us to calculate some
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statistics for the effective load carrying of the tibers in the composite as the far field fiber
stress .I' (or composite strain) is increased. As the composite strain is increased, the hazard
rate for new breaks appearing with increasing s is

h(s) = dA(s)ds = ps' 1 S > O. (7)

However. the main complication in the analysis is that new breaks cannot occur in slip or
shielded zones around old breaks. Also the stress carried by a fiber in a shielded zone is
reduced depending on the distance to the nearest break, and shielded zones may overlap .

.' STATISTICS FOR COMPOSITE STREI\GTH AT A CROSS·SECTION

Following the theme in earlier work (e.g. Phoenix and Raj, 1992; Curtin, 1993) the
basic idea in analyzing the strength of the composite is to consider an applied far field fiber
stress .1, and consider the statistics of the load carried on a cross-sectional plane in terms of
nearby breaks, that is, breaks close enough to the plane so that the load in the associated
fibers would be reduced at that plane. The first quantity of interest is the asymptotic mean
normalized stress function li(S) for a large composite (II --> y~) given s > O. (Note that we
ignore the tensile load carried by the matrix. which is typically negligible, and focus only
on that in the fibers. Also the true 'effective' composite stress is really the stress we will
calculate times the fiber volume fraction,!. This is to be understood in all our calculations.)
Essentially. the main step is to determine g(s. r). 0 :( r < x, the probability density function
for the absolute distance from the plane to the nearest break along a given fiber. Then 11(.1')

is seen to be

Il(s) =.IJ':g(.I,l')dl+ J,: 2tg(s,r)d\'. (8)

where the first contribution corresponds to fibers that arc not slipping (recall that the slip
length is .1'2) and the second contribution is the average stress of slipping fibers (a fiber at
normalized distance l' from a break is carrying normalized stress 2y). In earlier works only
approximations to 11(.1') were calculated because g(s, y) could only be approximated.

To determine I1(S) exactly, we turn to the analysis in H ui ('{ al. (1995) and consider the
quantity p(s, x). which is the density function for the number per unit normalized length of
inter-break spacings or fragments of length x under far field stress s. That is, in a fiber of
length L the number of fragments with lengths between '\1 and x: is. asymptotically.

L I' p(s.\) dx
,.,. \1

as L grows large. and the normalizing condition is

Ii! xp(s, .\) dx = I.
• II

(9)

(10)

H ui ('{ al. (1995) give an exact, closed form solution to p(s, .\) (their eqn (21) in general and
their (36) with (35) for the case at hand). It is easy to see that xp(s. x) dx is the probability
that an arbitrary fragment cut by the cross-sectional plane of interest has length between x
and x +dx, and that the distance to its nearest end is uniformly distributed over 0 to x/2,
so that
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y(s, .1') = [ (2 x)xp(s. x) dx
. -,

= 2 Cp(s.r) dx, 0:(: .1' < X.
0.' _l

(11 )

Thus, II(s) can be calculated by combining (8) and (II) and the result for p(s. x) given in
H ui et al. (1995) as just mentioned.

Another way of calculating /1(s) is to travel along a given fiber. and to calculate the
average fiber stress. which will be less than .I' since there are regions of the fiber near
occasional breaks that are partially unloaded. Now. a segment of length 0 < x :(: .I' carries
average fiber stress x2 (as its load profile is a triangular shape). whereas a segment of
length x> s has a central portion of length x - s where the stress is s, and end pieces
totalling length s where the average stress iss 2. Thus. we obtain

r' "I

11(.1') = I, (xc:2)p(.l,x)dr+.1 I :(.r-s)+.I'2:p(.I ..r)dx.
~ 1.1 .. \

( 12)

This result is quickly seen to be equivalent to (8) combined with (11) upon exchanging the
order of integration.

Next. we turn to calculating the variance function l o(s) n for a composite cross-section.
were 1 11 (.1) is the variance in the stress of an arbitrarily selected fiber at that cross-section.
(Note that we are altering slightly the notation in earlier papers (e.g. Phoenix and Raj.
1992).) This is the expected value of the s4uarc of the fiber stress at a cross-section minus
the s4uare of the mean tiber stress p(.I'). Following the steps used in deriving (8) we get

fll(s) = scl~' y(s.r)dr+ I' (21')cy (.I'.r)dr-II(.I')c.
... \ ~ ...' (I

(13)

On the other hand. we can travel along a given fiber. and calculate the mean square of the
fiber stress (which will be less than SC since there are regions of the fiber near occasional
breaks that are partially unloaded) and then subtract the square of the mean Ii (,.,r· In a
segment of length 0 < x :(: s the average value of the square of the fiber stress is x 1/3 (since
its load profile is actually a triangular shape), whereas a segment of length x > s has a
central portion of length x - s where the stress is .I'c. and end pieces totalling length s where
the average square of the stress is .11 3. Thus we obtain

1 11 (S) = (13) r'Y'p(.I.X)dX+S: I' xp(s.x)dx
"II ..1.\

, I" ,-(23)s p(.l.r)dx-/L(.I')- .
...'.\

(14)

Note that (13) combined with (II) is equivalent to (14) as can be seen by exchanging the
order of integration.

There is one more function that we need to estimate. which is called the covariance
function 1.,(.1') n for the stress at two composite cross-sections separated by a normalized
distance 6 > 0 and where again the far field tiber stress is s. Note that 6 will be scaled in
terms of .I' because S is also the normalized exclusion zone length around a break. The
covariance function f,,(s) is the expected value of the product of the stresses at the two
cross-sectional planes minus the square of the mean 1i(.lf. and captures the key information
on the correlation between the strengths of two nearby cross-sectional planes. Actually its
local behavior for small 6 is what is needed in determining the probability distribution for
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the weakest plane in the composite over length L = m 6" using asymptotic theory for
Gaussian processes given in Leadbetter el al. (1983).

linfortunately, we cannot calculate this covariance function exactly because we do not
have the joint distributions of the lengths of two or more adjacent fragments, and, in
particular. we do not known if the lengths of adjacent fragments are statistically dependent
or independent. Such a calculation would require greatly expanding the scope of the
differential equations in Hui ('{ al. (1995). On the other hand, on the basis of Monte Carlo
simulations, Henstenburg and Phoenix (1989) saw negligible correlation in adjacent lengths.
Thus we will take a simple approach along the lines used by Phoenix and Raj (1992) in
developing their 'first' approximations subscripted by 'I '. In essence we assume that the
breaks approximately follow a Poisson process along the length with a certain rate :}(s)
depending on .I' chosen specifically to give us the correct variance result. fo(s), for the special
case I) = O. That is, the fragment lengths are assumed i.i.d. with an exponential distribution
function with parameter ;)(.1'). (The Poisson process assumption is actually valid for small
.1'.) We never really have to calculate ,'.)(.1') since it is buried in fo(s), which we know. Our
main result will turn out to be very simple.

Now the zone of interest spans from a distances 2 to the left of the first plane to .1'2
to the right of the second plane, so it has a total length of I) + s. Under our Poisson process
assumptions the number of breaks in this length follows a Poisson distribution, and given
there arej): I breaks, these breaks are i.i.d. following a uniform distribution. Consider the
case of no breaks occurring on this length. The probahility of there being no breaks is
exp : - ,')(s)(()+.I):, and in the case the fiber carries load.\ at hoth planes so the product is
.I'. Thus the contribution to C,(s) is

c, = .\: cxp: -.'f(I)(iH\):. i = O. ( 15)

On the other hand. suppose that exactly one hreak has occurred over the fiher length
1)+.1. The probability is .'f(S)(I)+.I)exp: -.'f(.I)(I)-'-S)j, and we can take the break to be
uniformly distrihuted over thi~ length. Then this hreak can unload one, or the other. or
even hoth of the planes depending on its longitudinal position. Now let:: be its position
relative to the midpoint of the length I) +.1. and assume I) < S 2. Then the product of the
fiher stress at each plane is

-(1)+2::).1 for -- (1)+.1) 2 <:: «1)-.1) 2,

-«5+2::)(1)-2::) for (1)-.1')2<::<-62.

-(1)-1-2::)(1)-2::) for I) 2 <:: «.I-I») 2,

-.1(1)-2::) for (\--1») 2 <:: «1)+.1)2.

Thus using this simple uniform distribution, the expected value of the product of the stress
given one flaw is

So, the contribution to C)(.I) is

-.-O(I).I)');:)(.I)«()+.I)exp',-;}(.I)(I)+S)), i= I. ( 16)

In principle we could continue withj = 2,3.... hut the calculation becomes exceedingly
complicated. For larger p, however. it turns out that the probability that j ): :2 becomes
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negligible. and in any case more breaks means even lower stress products because of more
unloading. So we can replace ( 16) by the overestimate

+O((6:s)')HI-exp [-,'J(s)(6+s):]. j? I. (17)

Summing the two quantities in (15) and (17). the expected value of the product of the load
at the two planes for small 6 and large p is approximately

Now we need to expand this further to isolate the effect of 6. To this end we note

exp: -,'J(S)()+I): ~ exp: -,'nl).I; i I-,'}(s) 6)

so that (18) becomes

c, + C ~ .I.e exp i - ,'}(.I).I: + (s~ 3)t 1- exp : - ,f}(S)S)]

-(2.l c 3) (),'}(.I)exp : -,'}(s)s:

+(2s3)()[lcxp :-,'}(Ils:]

(18)

(19)

(20)

Now. to estimate the covariance r,,(s) wc must subtract the square of the mean fiber
stress. First. we let

F(s) = 1-exp : -,'J(S).I;. \? O.

Then. from Phoenix and Raj (1992). a good estimate of the mean is

~1(S) ~I: I ~F(s)2:.

(21 )

(22)

(Numerically. (22) and (12) agree very closely for p ? 5 as indicated in Hui et al. (1995).)
We use this estimate because of its analytical simplicity in the present calculation. Thus we
can write an estimate of r,,(s) as (20) minus (22) squared. which is

r,(I) ~s':I~~F(s):+(.I~3)Illl-I':I-F(.I):2)C

- (2.1' 3) (),'}(s): I - F(s): + (2.1 3) ()F(s) - (8V 3)Fts)

=1' :F(s) :I-HI)' 4:

-(2.1~ 3)(),'}(s):I-F(.I); +(201 3) ()F(s)

- (8()' 3)F(s). (23)

From Phoenix and Raj ( 19(2). the first term in (23) is a good estimate of the fiber variance
function r,,(s) given by (14). that is.

(24)

as we see from later numerical comparisons. Thus we can write
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[,Is) ~ 1'" (.1'): I - [(2.1'C3) (jail) : I - F(s); - (2.1' 3) 6F(s)

-(Xc)C 3)F(s)] [.Ic;fll) 3-F(s)C 4:J:. (25)

Finally we estimate the term in the large square brackets. First we usc the approximation
F(s) ~ :}(s)s noting that at composite failure this quantity is small for larger p. Upon
expanding in :}(s)s we approximate (25) as

(26)

where terms linear in () have cancelled. and vve have neglected tcrms in r:}(s).I;c. This
estimate will suflice in later analysis.

The next quantity of interest is the maximum of the a,ymptolic mean stress II(S) called
11*. and is the composite stress where the 10dd strain curve begins to decrease in a composite
with an infinite number of fIbers 11 (where we recall that the strain is approximately .I' divided
by the fiber Young's modulus). That is.

(17)

The corresponding value 01'.1 is called .1'*. so 1/* = fl(s*). As soon as s exceeds s*O"c. the
composite will fail by fibcr pullout at some collapse planc. :'\;0 simple closed form expression
for .1'* is available. but carrying further an idea IJ1 H ui I'{ al. (1995) we find that a very
accurate approximation for all p > 0 turns out to hc

1* ~ : (2 p )(4p +2) (4p + 1): I II (28)

Actually. this expression is asymptotically correct for both large p and for p near zero.
Figure 1 plots this approximation against tlie exact solution numerically calculated in H ui
('{ al. (1995). and the accuracy is seen to be exceptional

As pointed out by Hui ('{ al. (1995) there have been many attempts in the literature to
estimate p* All of the methods \vork well for p > 10. but even the best methods seriously
diverge from the true value (USUally overestimating 11*) for p < 2. (See Fig. 5 in Hui I'{ al.

(19LJ5).) These authors have obtained the three term asymptotic expansion

Wei bull Modulus p
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1/*=1/(.1*) ~s*[I+\*"-' 2+0s*2"'2]exp:-s*I'-'(I-i.s*I'" ~\): (29a)

where

i=p(p+l) (29b)

and

0= :Op-12) (2p+3):.24. (29c)

and this has less than I 'Yo error for p > 3. Even at p = I the error is only about 8% low.
On the other hand. we show in the Appendix that a Taylor series expansion for p near zero
results in

(30)

being consistent with the analytical fact that 1/* = I at p = O. Figure 2 plots these approxi­
mations against the true 1/* obtained numerically by Hui i't af. (1995). (Actually, they
calculated no values for 0 < p < 0.5.) Thus we have excellent approximations for 11* say
for 0 :S: P < 0.2 and p > 1.5. respectively.

Next we evaluate the asymptotic. normalized. standard deviation for a composite
cross-section. This is denoted ;',; and it is given by

'.* =ill
(31)

Thus we must evaluate rll(s) at .I = .1* This was done for p ?o 0 by numerically integrating
in (14). Apart from 1/*2 = 11(.1*)2. which is already evaluated. there are three integrals to
evaluate. namely

I

-

-

Exact Solution

Equation 29, 3 terms expansion for /-L(Y)

- Equation 30. /-L'~ 1-0 92278p+O.76747p2
I I
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Fig.. 2. Plot of normalIZed asymptotic mean strength 1/* for composite vs Welbull shape parameter
1'. Shown are exact solution from Hui ('I ,,/. (1995) and approximations based on large Ii (29) and

small I' I~O) behavior
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and

Fig. 3. Plot or normalized asymptotIC standard de\iatlon II' ':.;' ror composltc strength \s Weihull
shape parameter I' Sho\\ n arc exact solution and an approximation hased on Phoenix and
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[I I'y;P(\.\) dy.

."

J" = 1"\f!(s.X)dx.
..'.'

1; = I" p(s.y) d.Y.

.'

(32a)

(32b)

(32c)

These may be computed hy brute force techniques. but they are computed much more
etliciently using expansion techniques as descrihed in Section 5,4 of H ui i'{ (II. (1995) for
computing p*. Figure 3 shows a plot of i',~121 : = :r" (.1'*)) I :. Also shown is an approxi­
mation for: rll(s*): I : based on one in Phoenix and Raj (1992) where r,,(s) is given hy (24)

with F(s) given by (22). From that work we take the simple approximation

(33)

and we take .1* as given by (2X). Figure 3 ~hows that thi~ approximation works extremely

well for fi > O.K.
Lastly we determine a refined mean p,; and standard deviation ;',*;*. respectively. appli­

cahle when /1 i~ fairly small, The refinement for thc mean. discussed in Phoenix and Raj
( 1995). is

wherc

p,; = JI *~ t!,;

I;

(34)

(35)

and s* can be taken as (2X). For fi > 4. it is roughly 0.25/1 :; and thus for 12 = 50 it amounts



S L. Phoenix <'I (//.

to about 2 or 3'Yo of p* and for II = 15 it is about 5 or 6'1., of 1/*. Its effects will be noticeable
in later numerical results.

A corrected standard deviation ;',';"" has not been derived for the present model under
global load-sharing. However. we believe it is reasonable to adapt a result for classical,
equal load-sharing bundles as given in McCartney and Smith (1983), and expect this result
to give the proper scaling in II and to be close to the proper magnitude. Their revised
standard deviation can be written as

(36)

where, in their case. 1/* and ;'I~ are the mean and asymptotic standard deviation (large II)

appropriate to eq ual load-sharing bundles. In the present context we take p* to be given
by (27) or the approximations (29) or (30) as appropriate and ;'I~ to be given by (31) or
subsequent approximation as appropriate.

Thus we have developed the key quantities in determining the strength distribution for
a cross-section. The final assertion is that the strength at a cross-section is approximately
normally distributed with mean II;': and standard deviation ',',';""' and, furthermore, that the
covariance between two planes () apart is given by rn(s*): l-8(6/s*)c+ o [«)/s*)C]}!n. Thus
we have the main quantities enabling us in the next section to use certain results on minima
in Gaussian processes, in order to estimate the distribution for strength of a long composite.

4. ASYMPTOTIC DISTRIBliTlOI\,JS FOR THE STRENGTH OF LONG COMPOSITES

We arc now in a position to use some results given in chapter 8 of Leadbetter et al.
( 1983). particularly theorem 8.2.7 which allows us to construct an asymptotic approxi­
mation to H",,,(fJ fJ,). the distribution function for the strength of the composite. (See also
the comment at the beginning of their chapter 11 to adapt results for the maximum to the
minimum.) Our covariance function (24) has the structure assumed in the analysis there,
with the correspondence being between their r(r) and our r,,(S*)/1I where their r is our (j

and where their i.: 2 is our 8 s*: in C~6). Their theorem also assumes a mean of zero and a
standard deviation of one. but we can change the location parameter by fll~ and rescale
through multiplying by the asymptotic standard deviation ;',,;,," to use their results. In
particular we let

(37a)

and

(37b)

(N ote that our (/""/ corresponds to their I (/ r and our h",,, corresponds to their hr.) Then
the approximation to H",,/ fJ fJ,) is the double exponential form

H"," (fJ fJ, ) ~ 1~ exp : ~ exp : [( fJ fJ, ) - h",,,] (/",,,] : . fJ ~ O. (37c)

As an estimate of the median. fJ ,;,,, (composite stress at probability of failure
H"",(fJ (J,) = I 2) is

(J,;'" (J ~ II,~- ;':':*: [2 loge (m)] I : ~ loge (s*n 2); [2 loge (/il)] I :

~ loge (loge (2)) [2 log,. (III)] i ::. (38)

The approximation (37c) has shortcomings in accuracy especially in the lower tail where it
overestimates the probability of failure, so we now pursue a different approach that turns
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out to perform very well. (The above results will be referred to as the Ga ussian process
version.)

In the last section it was mentioned that the strength at a cross-sectional plane is
approximately normally distributed with mean p,; and standard deviation ;',;* Thus we
consider the standardized stress variable

(39)

The standard normal density function (which has mean zero and standard deviation one)
IS

q)(.:-)=(2n) i~exp(-.:- 2). -f <.:-< J~

and its cumulative distribution function is

(40)

<D(.:-) = (41 )

For the lower tail of <D(.:-). say for.:- < -I. Feller (Il)6X) gives the result

Thus we can approximate the lower tail of <D(.:-I by

<D*(.:-) = (2n) I ~ exp (-.:-' 2) 1.:-1. .:-« O.

(42)

(43)

Recall that H",,,((J (J,) is the distribution function for the strength of a composite of
normalized length 111 = L (i,. Letting 111' = 111 Ii for some fixed constant Ii > O. and using
the approximation (I -<D*)'" = exp (-I11'<D*) for large 111'. we may construct the weakest­
link approximation

H",,,(ri (J,) ~ I-exp: -(111 fJ)<D*([((J (J, )-11;];'::'*)]. (J? O. (44)

In essence we are assuming that the composite strength is given by the weakest of 111' = f11jjJ

cross-sections spaced Ii (i, apart. where the parameter Ii is chosen so that the strengths at
these cross-sections are effectively i.i.d. normal random variables. and there is a sufficient
number of them to provide a good representation of the weakest-link effect. Now in order
to study quantiles like the median chain strength (median strength of the composite). we
consider a solution (J",. to

(45)

where; > 0 is a constant. An asymptotic result for [((J",.ia,) - /1,;):;',;* (with Ii,; = o.
;',;* = a = I) is given in Cramer (1946). and yields (when rescaled to our case)

(J", (J = II,~- .,'::'*: [2 log" (111))

- :10K. (loge (111') l+ loge (4n): :2[21og" (n/)) I 2]

-log" (loK. (;)) [2 loge (111'))1 ~

+ O( I 10K. (111')):. (46)

For the median. (J,;, " (composite stress at prohability of failure of I 2). :; corresponds to
-log) I 2) = logc(2). and using (46) we may v,rite
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- [loge (loge (m. fi)) + loge (4rr)j :2[2 loge (111/ {3)] I 2]

-loge (loge (2) ) [2 loge (m/Ii)] I ,] . (47)

[t is interesting to note that in the statistical theory of extremes for the minimum of
m' = m·/j, i.i.d. normal random variables with mean P,; and standard deviation ;',,:,*, (Lead­
bettcr et al., 1983) the right-hand side of (46) with loge(logc(~)) replaced by loge
(loge (e)) = 0, which we call hili II' ought to correspond to hI/III in (37b). The parameter a/1/1l

is just al//II with m' in place of m. Apart from the difference in m vs m' these quantities are
not quite the same. Also for the median IT';III' the formulae (38) and (47) are not quite the
same in structure (even after accounting for the additional parameter f3 in (47) through
m' = 1I1[j). We can, however, employ thc following expansions for m » f3 in (37b), namely

and

[2 loge (m In] I , = [2Ing,. (m) - 2 10K. (/n] I •

:::: [2 10K. (m)] I , -log,. (fi)[210ge (m)] I "

10K· loge (m II) :::: log,. loge (m) -log,. (/i) loge (111)

[2 log,. (m In] I, = [210K (111) - 2 log,. (/1)] I'

:::: [2 log,. (m)] I 2 : I + loge (/j)[210ge (m)] ~

(48a)

(48b)

(48c)

to facilitate comparison. Substituting (48a) to (48c) into (47) and comparing like terms
between (47) and (38) (upon ignoring terms of order O( I [loge (m)]' ') or smaller) suggests
that the quantity -logJ\*rr2) corresponds to - : loge loge (m)+logc(4rr))2-loge(/i)
yielding

Ij :::: s*n l
, [4 loge (111)]

= 0.4431 s* loge (In). (49)

Thus, the difficulty that we see in comparing the two methods, a minimum in a Gaussian
process vs a simple weakest link structure in terms of a chain of m' = m/ f3 bundles, is that
there really is no obvious value for f3 that can be identified for use in the weakest link form.
Of course in both formulae for the median, namely (38) and (47), the term
;'/':'* [2 loge (m)] I , strongly dominates the asymptotics so in that sense the precise choice of
f3 is of minor significance as the two medians will agree in magnitude as 111 grows very large,
but the precise value is important for smaller m' = m Ir Later, we would like to rescale
Monte Carlo simulation results for long composites, and this lack of simple correspondence
creates small ambiguities. Forexample, (49) suggests/j ::::: 0.443Is*form = 3andf3::::: 0.13s*
for 111 = 30, if this method of comparison has any validity.

Pursuing this anomaly a little further. if we consider the quantity loge(loge
(m')) : 2[2 loge (117")] I ';, which is the term in (47) not appearing in (38), we calculate the
values 0.133, 0.194, 0.224 and 0.244 for m' = 5, 10,20 and 50, respectively, and these values
are much smallcr than those for [2 log, (111')] I,. SO, except for the smallest values of m
(where the use of asymptotics would be questionable), this quantity is about 0.2. Even for
111 = 1000 it is only 0.26 and it remains so up to about m = 100,000 after which it slowly
decays to zero. Thus, this ambiguity in pinning down an effective value of {3 in a comparison
of the two methods amounts to little morc than a small. fairly constant shift in the predicted
median. We will consider this more in later numerical examples.

In any case. to compare these results to those of Monte Carlo simulation, we consider
the 'reverse weakest-link transform'
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(50)

where H",,,( (j(JJ is the empirical distribution function calculated from the data of the
Monte Carlo simulation at given length L = m (), = (m'{3) (),. The idea is to adjust {3 to
superimpose <1>", ([«(J/(J,) - fl,~]/;',;*) onto a $( [«(J(JJ - !l,n;;',~*), the asymptotic normal dis­
tribution function for the strength of a cross-section. and achieve a good fit. In the next
section we carry out various comparisons.

5. COMPARISON OF THEORY Al\D MOl\TE CARLO SIMULATIONS

In earlier work Ibnabdeljalil and Phoenix (1995) have developed a Monte Carlo
simulation program for the failure of the composite. Its main features are summarized here
as follows: the composite is assumed to have 11 fibers in parallel. and its length is L = m i)"

where m > 0 is an integer. It is partitioned into 111'''' sla bs of length 61' such that

(51 )

Also. /11'\ is abbreviated as /I,,, being the number of slabs of length ()" in a characteristic
length 6,. Note that

(52)

which is the Weibull scale parameter for strength at length i)I" In total there are 1111"", fiber
elements in the composite. Generally. 111' must be chosen with some care. and to some extent
a suitable value depends on the fiber shape parameter p and the length L = 11/,,,, i\,. In
particular. as a composite specimen fails during a simulation run. the actual slip lengths
should turn out to be about 10 times 61' or more. This is because the stress on a fiber element
will be taken as constant over its length, the stress will be evaluated at the element's center
and the failure will occur there also.

Simulating the tensile failure of one composite 'specimen' of length L (one realization)
begins with determining 1111/,,,, realizations of the fiber strengths sampled independently from
a Weibull distribution at length 6". that is, from the distribution function

f~,((j) = I ~exp: -(i),. !,,)((J (joY:. (J? O. (53)

and then normalizing each strength by (j, .. (This is equivalent to sampling from a Wei bull
distribution with shape parameter p and scale parameter (111')1".) One realization of the
failure of a composite specimen involves the following steps: (I) an applied stress equal to
the strength of the weakest fiber element is applied uniformly to all I1l1p ", fiber elements.
This causes the weakest element to fail. (2) The stress on that element is set to zero and its
former stress is redistributed equally onto all fiber elements in the transverse plane (slab)
of the break. (Generally this will be all elements that are not broken or slipping within the
slip zone of another break along the same fiber.) Also, all fiber elements in the slip zone of
this fiber break along the same fiber will experience a reduction in their stresses proportional
to their center distances from the break divided by the slip length. These elements will see
no further increases in stress throughout the duration of the test. Furthermore the lost
stress of any element is distributed equally onto all fiber elements in the same transverse
plane. so their stresses increase. (Generally these are again elements surviving and not
slipping.) (3) The new stresses on all the fiber elements are then checked to see if any have
been overloaded. that is. their strengths have been exceeded. If overloaded elements are
found. then the most severely overloaded element is broken. and the stress is redistributed
according to step (2). Then the new element stresses and strengths are compared again. and
if any elements are found overloaded. the most severely overloaded (highest difference) is
failed and the stress redistributed again. This process of failing overloaded fibers and
redistributing stress is repeated until no overloaded fiber elements are found and the
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composite is in a stable state. (4) The stress on the composite is then increased producing
proportional increases on every non-broken and non-slipping fiber element, and the increase
is just enough to overload and break one element. This element is broken, and, if possible,
the process repeats beginning with step (2). (5) Eventually, at some stage of iteration of the
element breaking and stress redistribution process all the fiber elements in some transverse
plane will be either broken or slipping. At that point. the composite can no longer take any
additional load, and, thus, is considered failed. The tensile strength of the specimen is then
taken as the stress level just prior to this discovery. Several hundred realizations of the
strength of a composite of length L = m (), are obtained by this procedure. Note that mesh
sensitivity tests are conducted for the various p values of interest in order to confirm an
adeq uate mesh size whereby the results are insensitive to further refinement.

In summary, the Monte Carlo simulation program is free of certain assumptions made in
the analysis with respect to (i) ignoring small undulations in the stress profi.les of fibers outside
exclusion zones. which actually occur for composites when the number of fibers n is small, and
(ii) assuming a normal distribution for the strength of a composite cross-section.

We now compare some results from the simulation program to those from the theory.
The comparison is first carried out for a typical Weibull shape parameter p = 5. for n = 50
fibers in the composite and for composite lengths of m = Lib, = 2, 5. 10,20. and 50. In
total these simulation results took several hundred hours of CPU time on a Sun (Sparc 2)
\\ orkstation. For n = 50, cases of IJI significantly larger than 50 are too time consuming to
carry out.

Figure 4a-e shows reverse weakest-link scaling of the simulation results. using (50),
for the cases (l (i, :::0 0.25 (i" 0.4 (i,. 0.7 (\. and (\. Here the idea is to estimate an effective link
length (lb,. Also shown is the theoretical Gaussian (normal) approximation developed in
Section 3. It is remarkable how well these empirical distributions actually superimpose for
11 ranging from 2 to 50. Given the discussion at the end of Section 4 regarding ambiguities
in defining (l in a weakest link view, this consistency might seem surprising. However it was
pointed out there that the term causing ambiguity has an effect of about 0.2i·,':'* :::0 0.009 for
11 = 50 and the range of m under consideration as compared to the mean fl,~ = 0.74. This
would be barely noticeable being of the order of one division on these plots. which is
actually the order of the variation in the simulation data. It would seem that 0.7 b, or
(J = 0.7 of Fig. 4c gives the best agreement to the theoretical Gaussian plot in terms of
matching the overall slope and location. However. the lower tail is the most important
region on these plots when considering the behavior oflong composites and their reliabilities
(lower tail behavior) through extrapolation. Later plots suggest that (l = 0.4 is perhaps
more appropriate for the lengths considered. It turns out that the corrections to the mean
and standard deviation discussed at the end of Section 3 are important in these plots and
noticeably improve the resolution. For 11 = 50 the finite size corrections to the mean (34)
and standard deviation (36) are 2.5% and -16°;;,. respectively.

Figure 5 shows the relationship between median lifetime and m = /1/(l = Lib,. This
figure amounts to a rotation of Fig. 4c clockwise by 90 . Also plotted are the theoretical
medians (38) and (47) by the two methods. The Gaussian process version (38) appears to
be the less accurate of the two in comparison to the simulation data, though it has no
adjustable parameters. Agreement is good to values of IJI up to 104

, and one has confidence
that extrapolation would be valid to at least m = 106

, which is far beyond the present
capability of Monte Carlo simulation alone. Note that at m = 100,000. which would
represent a long cable (if b, = I mm. L = 100 m), the median strength is down by 18 %.

Figure 6 shows a plot of the composite strength distribution. Hm,,((J!(J,). for the case
11 = 50 and m = 50 on double exponential coordinates on which (37) plots as a straight
line. Also shown is the data from Monte Carlo simulations as well as the weakest-link
approximation (44) based on Gaussian (normal) lower tails for elements of length fJ 15,
where (l is taken as 0.4. The double exponential approximation (37) is clearly conservative,
especially in the lower tail as mentioned earlier. The weakest-link approximation (44)
clearly performs much better.

Figure 7 shows a family of plots for the composite strength distribution Hm,,((J!(JJ
for IJI = 5. 10. 20. and 50. Monte Carlo data for each case is shown together with the
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Gaussian/weakest-link approximation (44), again using {j = 0.4. The agreement is excellent,
though one can see the slight tendency to requiring a larger fJ value (say 0.7) for the case
III = 5 near the median.

Figure 8a and b shows plots of the composite strength distribution, Hnw«(J/(J,), for a
much smaller number of fibers n = 15, and for the lengths III = 5 and 190, respectively.
Again, double exponential coordinates are used on which (37) plots as a straight line. Also
shown is the data from simulations as well as the Gaussian/weakest-link approximation
(44) based on elements oflength fJ 6, where again /3 is taken as 0.4. The simulations on Fig. 8b
required hundreds of hours on a Sun (Spare 2) workstation. Again, the double exponential
approximation (37) is clearly conservative especially in the lower tail, as mentioned earlier,
and the weakest-link/Gaussian approximation (44) clearly performs much better. With a
smaller number of fibers the drop in median strength corresponding to increasing III from
5 to 190 is substantial ( from 0.70 to about 0.61), There is also some indication on Fig. 8b
that an even smaller value of /~ would be appropriate as most of the simulation data lies to
the left of the approximation (44), Also the data suggest that the assumption of a Gaussian
lower tail of the link distribution is beginning to break down for this small value of n at
larger III. This is understandable since, eventually. the deepest part of the lower tail is not
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really Gaussian at all. since strengths cannot be negative. In any case, deeper into the lower
tail. the approximations will tend to be more conservative.

6. COr-,CLlSIO,,<S

We have developed an analysis for the probability distribution for the strength of a
relatively long, brittle fiber brittle matrix composite. The analysis came in two versions:
one was based on a weakest link model in terms of short. statistically independent composite
elements. each of which had an approximately Gaussian (normal) distribution for strength;
the other was based on weakest cross-section analysis in terms of a Gaussian process
formulation for cross-section strength vs longitudinal position along the composite. These
two methods gave comparable results. though the Gaussian process version with no adjust­
able parameter fJ tended to be less accurate and more conservative. The analytical pre­
dictions embodied in the most accurate form (45), and the simpler but less accurate form
(37), were compared favorably to numerical results from Monte Carlo simulation. Also,
quite simple formulas resulted for the size effect in the median strength both in terms of
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composite length and number of fibers in a cross-section. To achieve high accuracy it was
necessary to have extremely accurate results for the asymptotic mean and standard deviation
of the strength at a composite cross-section.

Values of fJ (i c from 0.76, to 0.4 6, seems reasonable in view of the fact that the effective
exclusion zone around a break is about s* r), = 0.886, so the unloading length is half this
at 0.44 (i,. On the other hand, in the Gaussian process version. as m ->Y~ only the local
decay of C(s) near () = 0 is used. but the quadratic approximation (26) substantially
overestimates this decay (underestimates the true covariance) for larger 6. say () = 0.5 b"
and this may be the cause of disagreement for moderate values of m where the Gaussian
process version seems conservative. At the same time. comparison between the two versions
against Monte Carlo simulations suggested that /J cannot really be viewed as a fixed
parameter. but rather a parameter whose value decreases slowly with increasing m. meaning
that the effective number of embedded links per unit length actually grows slowly. This is
also a conclusion suggested by (49) which suggests that /i must eventually decrease as
I logcrll, Of course (49) can be seen to under-predict the effective values of /i found here,
but it is based on an asymptotic analysis for large m many orders of magnitude beyond
what can be simulated. In any case agreement between theory and simulation is excellent
lending confidence to extrapolations of median strength and high-reliability (lower tails of
the distribution) to larger composites.
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If the calculations were repeated for smaller p. say p < 3. then we would have to use
11* and ;',;. in place of /l,; and :',;*. that is. abandon the corrections for small 11 since the
approximations for these will be inaccurate for small p. This would reduce the accuracy for
smaller n. but fortunately in the direction of making the results more conservative.

Lastly we point out that in a time dependent version of the problem. Ibnabdeljalil and
Phoenix (1995) concluded that under similar circumstances the effective link length was
about 0.26, .. which is half the value arrived at here. They. however. had no estimates of the
asymptotic mean and standard deviation. and the estimate 0.2 (), was based on getting the
straightest plot on lognormal coordinates in the reverse weakest-link transform. However.
differences between [i = 0.2 and fJ = 0.4 are minor.
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APPE"-DlX

We no\\ justIfy the approximation or 1/*11'1 for small I' gi\en h\ (.10). Only some of the more difficult steps
\I ill he given in detail. The Tavlor series expansIon of )1*11') ahout /' = II can be ohtained hy computing the 11th
deri\ative of

.. r',

11*( I' I " ·1 (I') I.,

With respect to I' and evaluating It at I' = O. \I here

l 2 l'lex p . 'I'(}·./'II'R(Y.I')d}
/,-1

I'\lal

(Alb)

(AIc)
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(Aid)

(Ale)

It should be noted that s*(p) -> x as p-> 0 so that Y*(p) -> x as I' -> O. Also. the integrand in (Ala) vanishes
exponentially fast for aliI' ? 0 as Y -> x. After some straightforward but tedious calculations we lind

= - r' c . In 1dl -- 0 . (A2)

The Integral is the well known Euler Mascheroni constant·: = 0.5772156649 .... The evaluation of (d '/I*dl")I,,~o

is carried out in the same way. except that the calculation becomes extremely messy. The result is

where

24

'fL.
~,

L, ~(-2:)11 +ln2)-(ln2)'.

s"' 51n2 -; (In 2 )- 3 (In 3)' , ]
-- ~In +:ln

2
+ ~-L; .

~ X 2 2

(A3a)

(A3b)

(A3c)

and

II'

n'j 1+ 6 (- 41 , - ( - :' -In 2 + I) .

In 3 + (ln2)' _l!.n3)'\ i
'.2 .2 2)J

(A3d)

(A3e)

/.. = 2( ':+2In3-3In21 (A3f)

:"ole that (d-I'* dl")I. "IS independent of L due to a cancellatIOn of terms when L, is added to I.,. In carrying
out that calculations to yield (A3). there are various Integrals that must be evaluated that are not available in the
literature. These integrals arc recorded below:

.'. '1 c' . a+ II c'(- )dl = In (-- ).
... " \ 1.. \ (/ "

I le" [I'" {'-=.C1dIJdl ~ 1 [In ((~I)+ -~-].
..,,11 .,','1 \ {,I {r \ a / a+1

(A4a)

(A4b)

(A4c)

(lnl)e ., 1- e "j-- dl
\' ,.

:'In((~~)., (Ina)'
\ ({, 2

[In (a+ I)]'

2
(A4d)

I
c " In I'dl

."

I
', e '" lIn III I

."

+lna]

a

I
-~[I-:-lnaJ.

,I'

(A4e)

(A4f)

I ' c '" (lnl)' dl

."
IlOna)' t2':lna-j---'+ 1I~]
(/6'

(A4g)
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and

I
~. II

e </1

= '\
'­, I

I)' I

k:a"
(/\4h)

iI I ' e
2

..,II

IA4il

where a > () 1I1 all the exprcsslon ah(ne. It should he noted that a = 2 In the calculations leading to (A3). These
integrals are evaluated using comhinations of integration by parts, change of varia hies and differentiation of the
integrals with respect to a parameter ii.e. iI). WIth thc exception of the lI1tegral

I
."

[J: (I Idlldl.

all thc other lI1tegrals can be express In terms of thc Euler M'ISCherl)J11 L',)J1stant , and elementary functions. The
series representation of the integral

i .c.

e

I)'

k::((

\ dl I d \.
I I

convcrges extremely rapldlv for <I = 2, and can be easily computed III any degree of accuracy,
To saw space, only two of the more difficult integral identities are shown helow. We first verify (A4g). Let

II~) '" .1',: e "'I'dr, and note that Id'l d~')I, ,,= .1',; e Ilnr)' dL Furthermore, a change in variable leads to

II ~I = ,I I I (' I,U' du d

."
I I I y + I)

DIIl'erentiating tillS expression tIl ICC WIth respect to ~ and elaluating at ~ ~ () yIelds

d: I
[(lnil): 2r'II)lna+r"II)j,

if

L sll1g the well kmmn identIties I ( I ) = - ',' and r '11) = . - I iT' 6) completes the proal' of (A4g).
Next. we verify the lI1tegral IA4d). We let

.1(<1) '" .1" (In 1') e

then we tind that

d.l

dil

Lsing

L(lnl)C (I e') dl

vIe lind that

I e In I UI

."

uJ
ua

Solution of this ditlcrenlial elluatlon gives

Inil
+-

(/ (J <I-I
Inlif+ I)

a-I
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.1(11) = I (inl) e ." (---J )dr =

.. " \ .

;.In ("+ 1)+ (in:I)' __ lln((I:_.w~
\ t.I, _ _

The constant of integration is set to zero since ./((/ = f_) = 0, thus concluding the proof of (A4d).
Lastly, the first three terms of the Taylor series expansion of p*(pl are given by

1'_ I di':1 p-.
II .1 dp~ "

(AS)

USing (A2) and (A3) the final result becomes

(A6)


